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ABSTRACT
Satisfiability modulo theories (SMT) solvers have been widely ap-

plied as the reasoning engine for diverse software analysis and

verification technologies. The efficiency of the SMT solver has sig-

nificant effects on the performance of these technologies. However,

the current SMT solvers are designed for the general purpose of

constraint solving. Many useful knowledge of programs cannot be

utilized during the SMT solving. As a result, the SMT solver may

spend a lot of effort to explore redundant search space. In this paper,

we propose a novel approach for utilizing control-flow knowledge

in SMT solving. With this technique, the search space can be con-

siderably reduced and the efficiency of SMT solving is observably

improved. We conducted extensive experiments on credible bench-

marks, the results show orders of magnitude improvements of our

approach.
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1 INTRODUCTION
Satisfiability modulo theories (SMT) are applied in diverse soft-

ware engineering technologies, such as software verification [4, 22],

static program analysis [12, 36], symbolic execution [26], test-case

generation [37] and so on. A powerful SMT solver is a crucial factor

to improve the efficiency of these technologies. However, the SMT

solvers are designed for the general purpose of constraint solv-

ing [16]. Domain-specific knowledge cannot be efficiently utilized

in nowadays SMT solvers. On the other hand, domain knowledge

may be quite useful for pruning the search space, and thus improv-

ing the efficiency of SMT solvers.

Control-flow graph (CFG) is a graph representation of programs.

It is simple but informative. Many domain knowledge about pro-

grams is implied in this representation. For example, let π be a

program execution, if π passes a basic block, it passes all statements

in this block; reversely, if it does not pass a block, all statements in

that block are not executed by π . This is straightforward from the

CFG. However, after the program is encoded into the SMT formula,

the SMT solver is unaware of this knowledge. Moreover, consider

an if-statement, an execution can never pass both of its branches.

Again, the SMT solver is unaware of this. As a result, the SMT

solver may spend a lot of effort to explore redundant space, which

could have been pruned if the control-flow knowledge is known.

One may consider to specify the control-flow knowledge as SMT

constraints. However, specifying these knowledge may introduce

additional variables and thus increases the problem complexity.

We have a simpler and smarter solution. The basic idea is to use a

decision order to guide the SMT solving. The decision order decides

at each search step which variable should be taken for assignment.

It determines the search direction in the SMT solving. We propose

to infer a decision order from the control-flow graph of the program,

and then use this order to guide the search process of SMT solving.

We propose two heuristics for arranging the decision order.

Firstly, we recognize the importance of branching conditions that

dominate the control flows of the program, and assign the corre-

sponding variables higher priorities in the decision order. Secondly,

we follow the domination relation of the control flow graph to

arrange the order of branching variables. In this way, we propose

a lightweight technique to utilize control-flow knowledge in SMT

solving. It can take full advantage of the built-in features of the

SMT solver.

Moreover, we propose an enhanced CNF conversion procedure.

After the program is encoded into the SMT formula, the ite terms

keep the control-flow information of the original program. The
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conventional approach breaks the nested structures of ite terms,

and thus lose the control-flow information. We propose a new ite
rewriting algorithm, with which the nested structure of ite terms is

kept in some form of CNF formulas. With our enhanced approach,

the generated CNF contains fewer clauses and fewer variables. The

efficiency is thus improved.

To the best of our knowledge, this is the first attempt at im-

proving SMT solving by using domain knowledge of programs.

There are some works on domain knowledge-guided SAT solv-

ing [6, 40, 43, 44]. In [44], the structure information of transition

systems is utilized to guide the SAT solvers. In [40], the variable

dependency information of the model is utilized to guide the SAT

solvers. The paper [43] considers the iterative SAT solving for

bounded model checking. The information from the previous un-

satisfiability core is utilized to refine the decision ordering for the

current SAT instance. All these techniques are designed for SAT

solvers, and the domain knowledge comes from the model checking.

In this paper, we consider SMT solving for program verification.

The domain knowledge is different, and the application target is

also different.

We realized a prototype of our approach on top of CBMC and Z3.

We conducted extensive experiments on 2897 credible benchmarks.

All benchmarks are obtained from SV-COMP’17
1
. Up to 1411 SMT

instances are generated. Experimental results show that the control-

flow knowledge can significantly improve the efficiency of SMT

solving. The average speedup is 3.34 times for all instances, and

8.22 times for satisfiable instances.

In summary, our main contributions include:

• Wepropose a novel approach for utilizing control flow knowl-

edge in SMT solving. This approach is lightweight, and can

take full advantage of the built-in features of SMT solvers.

• We propose an enhanced CNF conversion procedure, with

which the control-flow information can be kept in the CNF

formulas.

• We implement our approach on the top of CBMC and Z3, and

conduct extensive experiments to evaluate its effectiveness

and efficiency. Results show promising performance of our

approach.

The rest of this paper is organized as follows. Section 2 introduces

some background knowledge. Section 3 uses a simple example to

motivate our approach. Section 4 presents our control-flow guided

SMT solving approach. Experiments are reported in Section 5, re-

lated works are discussed in Section 6. Finally, Section 7 concludes

this paper.

2 PRELIMINARIES
2.1 Notations
In first-order logic (FOL), a term can be a variable, a constant, or

a n-ary function applied to n terms. An atom is ⊤, ⊥, or a n-ary
predicate applied to n terms. A literal is an atom or its negation. A

FOL formula is built from literals using the Boolean connectives

and quantifiers. An interpretation (or model)M consists of a non-

empty set of objects called the domain ofM , written dom(M); a map

from each variable and each constant, respectively, to an object

1
https://sv-comp.sosy-lab.org/2017/

in dom(M); and an interpretation for each function symbol and

each predicate symbol, respectively. Given a formula Φ, we sayM
satisfies Φ, writtenM |= Φ, if Φ is true in the modelM .

A first-order theory T is defined by a signature and a set of

axioms, where the signature defines a set of constant, function and

predicate symbols allowed inT , and the axioms define the intended

meanings. A T -model is a model that satisfies all axioms of T . A
formula Φ is T -satisfiable if there exists a T -model M such that

M |= Φ. A formula Φ is T -valid ifM |= F for all T -modelsM .

2.2 Control Flow Graph
A control flow graph (CFG) is a graphical representation of com-

putation and control flow in the program. Let a basic block be a

straight-line sequence of instructions without any jumps or jump

targets. Especially, jump targets start a block and jumps end a block.

A control flow graph (CFG) is a directed graph, where nodes are

basic blocks and edges represent jumps in the control flow. Two

specially designated blocks, ENTRY and EXIT, may be used in a CFG

to represent the entry and exit points of the program.

Let c be the condition of a branch-statement. The c is called a

branching condition. And two branches of the branch-statement is

called c branch and ¬c branch, respectively. Given a basic block, its

block condition is a predicate such that the block is executable iff

the block condition is satisfiable.

2.3 Program Verification
Recent advances in model checking [6], static analysis [36], abstract

interpretation [12] predicate abstraction [4, 22], etc, promoted pro-

gram verification to a practical technique for correctness assurance

of programs. Loops are the main hurdle for program verification.

There are mainly two approaches for handling loops in a program:

loop invariant [39] and loop unwinding [34]. The former approach

uses a loop invariant, which holds at the beginning of each iteration

of the loop, to represent the behaviors of the loop. However, it relies

on the user to provide the loop invariant. Automatic generation

of loop invariants have been extensively studied, but the existing

techniques are still not practical enough [1]. The more popular

approach for handling loops is by unwinding. With this technique,

each loop is unwound to a predefined depth. As a result, the loops

are replaced by nested if-statements. This technique is good at

bug finding. Other techniques, like k-induction [17], enhances this

approach by enabling the correctness proving of programs.

Many of state-of-the-art program verification techniques are

based on the satisfiability modulo theories (SMT) solvers [5]. These

solvers are used as the reasoning engine. In this paper, we assume

all programs have been processed by the loop invariant or loop

unwinding technique, and are thus free of loops. The loop-free

programs are converted to their static single assignment (SSA)

forms [13]. With the SSA form, the correctness of a program can

easily be encoded as a set of SMT formulas [18]. These formulas

are called the verification condition of the program with respect to

the property. The validity of the verification condition implies the

correctness of the program.
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SMT formula Φ 

SAT Solver 

UNSAT SAT 

Theory Solver 

ℬ Φ  is unsat 

let 𝑀 be a satisfying 
model 

add a T-conflict clause to Φ 

𝑀 is 𝑇-sat 

𝑀 is 𝑇-unsat 

ℬ Φ  is sat 

Figure 1: DPLL(T)

2.4 Satisfiability Modulo Theories
Satisfiability modulo theories (SMT) extends SAT with the ability to

reason with first-order theories. We assume all theories discussed

in this paper are decidable, and for each theory T , there is a T -
solver that can check the T -satisfiability of conjunctions of literals

in T . In practice, theories are not isolated. For example, software

verification needs theories of uninterpreted function, arithmetic,

array, bitvectors, and so on. Nelson-Oppen proposed a combination

method [33] to deal with FOL formulas in multiple theories.

DPLL(T) extends DPLL algorithm [14] to incorporate reasoning

about theories. It uses an SAT solver to cope with the Boolean struc-

ture and theory solvers for deciding satisfiability in background

theories. The basic idea of DPLL(T) is illustrated in Fig. 1. Given

an SMT formula Φ, each of its atoms is first replaced with a fresh

Boolean variable, called the Boolean abstraction. Denote the result-
ing formula as B(Φ). The Boolean abstraction gives us a lazy way

to solve the SMT formulas. DPLL(T) uses an SAT solver to find

assignments for B(Φ) and then uses a theory solver to check the

T -satisfiability of the found assignments. The Boolean abstraction

is an over-approximation of the original formula with respect to its

satisfiability. If B(Φ) is unsatisfiable, then so is Φ, but the reverse
may not hold.

The high-level view of a practical DPLL(T) algorithm is shown

in Alg. 1. At this level, the algorithm is the same as that of a conflict-

driven clause learning-based SAT solver [7]. The differences lie in

the implementations of propagate_and_check(), resolve_conflict()
and decide(). The method propagate_and_check() repeatedly ap-

plies unit propagation and theory propagation to force values to

as many as possible literals. It also checks the T -consistency of

the current model. The method returns 0 if it encounters a con-

flict or T -inconsistency, and 1 otherwise. In case of conflict or

T -inconsistency, the method resolve_conflict() is invoked to learn

conflict clauses and add them to the clause database. The method

decide() decides the next unassigned Boolean variable and guess

its value. If there is no unassigned variable, the current model is

complete, and is thus a satisfying model.

Many heuristics are developed for selecting the next unassigned

variable and deciding its value. A commonly used branching heuris-

tic is the VSIDS branching heuristic, which is employed as the

default heuristic in many well-known solvers [8, 15, 32]. DPLL(T)

is essentially a depth-first search algorithm. We may guide the

searching process of DPLL(T) by enforcing a variable order in the

decide() method.

Algorithm 1 DPLL(T)

Input: An SMT formula Φ
Output: SAT or UNSAT

1: while true do
2: while !propagate_and_check() do
3: if decision_level == 0 then return UNSAT;

4: else resolve_conflict();
5: if !decide() then return SAT;

3 MOTIVATIONS
In this section, we use a simple example to motivate our approach.

We show that some important control-flow knowledge is neglected

by the SMT solver, and utilizing this knowledge can make great

gains.

Consider a simple program shown in the left of Fig. 2. Its main

part is a two-tier nested if-statements. Control-flow graph of this

program is shown in Fig. 3, where ellipse nodes represent Entry
and Exit, and rectangle nodes represent blocks. We ignore the

detailed forms of the branching conditions in the program, and

simply represent them as c0 and c1, respectively. The property is to

verify that x = y holds at the end of this program.

Verification Condition. The original program is firstly converted

into the single static assignment (SSA) form,where for each assignment-

statement, a new variable is introduced for the right-hand-side

variable. After this conversion, there is at most one assignment

for each variable. The SSA form of the program example is shown

in the right of Fig. 2. Note that ite(bool , ·, ·) is a ternary function

that returns its second or third argument depending on if its first

argument is true or not. Also note that the nested structure of the

original if-statement is kept in the formula as a nested ite structure.
The verification condition (VC) is

VC ≜ Enc ∧ Cor (1)

where Enc is the encoding of the program, and Cor the correctness
condition. For the motivating example, we have

Enc ≡ (x4 = ite(c0, 1, ite(c1, 2, 3)))∧(y4 = ite(c0, 1, ite(c1, 2, 3)))

and

Cor ≡ (x4 , y4)

The program is correct with respect to the property if and only if

VC is unsatisfiable.

Conjunctive Normal Form. We rely on an SMT solver to check the

satisfiability of VC. The formula need be converted to conjunctive
normal form (CNF). A conjunctive normal form is a conjunction

of clauses, and each clause is a disjunction of literals. For ease of

understanding, we usually write a clause as a logical entailment,

since it can be converted to a clause directly, i.e.,A1∧ · · ·∧Ak → B
can be converted to ¬A1 ∨ · · · ∨ ¬Ak ∨ B, where A1, . . . ,Ak and B
are literals. In the remainder of the paper, we also write a CNF as a

set of clauses, and a clause as a set of literals.

Most SMT solvers adopt the Tseitin’s transformationmethod [42]

to perform the CNF conversion, which adds a new variable for

each subformula of the original formula. Consider the motivating
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if(c0) 

  x=1;y=1; 

else 

  if(c1) 

    x=2;y=2; 

  else 

    x=3;y=3; 

assert(x==y); 

if(c0) 

  x1=1;y1=1; 

else 

  if(c1) 

    x2=2;y2=2; 

  else 

    x3=3;y3=3; 

x4=ite(c0,x1,ite(c1,x2,x3)); 

y4=ite(c0,y1,ite(c1,y2,y3)); 

assert(x4==y4); 

SSA Program 

Figure 2: Example

example, the CNF of Enc, written CNF(Enc), is the conjunction of

the following clauses:

c0 → x4 = 1

¬c0 → x4 = tx

c1 → tx = 2

¬c1 → tx = 3

c0 → y4 = 1

¬c0 → y4 = ty

c1 → ty = 2

¬c1 → ty = 3

(2)

Note that the auxiliary variables tx and ty are introduced for the in-

ner ite function ofVCx4 andVCy4 , respectively.Moreover,CNF(VC) ≡
CNF(Enc) ∧ CNF(Cor), where CNF(Cor) ≡ x4 , y4.

The Tseitin’s method guarantees that the converted formula is

equi-satisfiable to the original formula. In other words, the verifica-

tion condition VC is satisfiable iff CNF(VC) is satisfiable.

DPLL(T) . DPLL(T) is the standard technique underlying modern

SMT solvers. It starts by replacing each atom of the formula with a

fresh Boolean variable, called Boolean abstraction. In the following,

we use vl to represent the Boolean variable for the atom l . The
Boolean abstraction of CNF(Enc), written B(CNF(Enc)), is

vc0 → vx4=1

¬vc0 → vx4=tx
vc1 → vtx=2

¬vc1 → vtx=3

vc0 → vy4=1

¬vc0 → vy4=ty
vc1 → vty=2

¬vc1 → vty=3

(3)

Moreover, B(CNF(VC)) ≡ B(CNF(Enc)) ∧ B(CNF(Cor)), where
B(CNF(Cor)) ≡ ¬vx4=y4 .

3.1 Control-Flow Knowledge is Neglected
The first knowledge is about the execution of statements in the

same block. Considering the Boolean formula (3), all variables are

independent each other. The variables vx4=1 and vy4=1 can be as-

signed with different values by DPLL(T). However, if we look at

the original program in Fig. 2, clearly the statements “x=1” and

“y=1” are in the same basic block. For any execution, either these

two statements are both executed, or neither. Corresponding to the

Boolean formula (3), the Boolean variables vx4=1 and vy4=1 must

be assigned with the same Boolean value. Similarly, the Boolean

variables vx4=2 and vy4=2, the Boolean variables vx4=3 and vy4=3
must be assigned with the same Boolean values, too. This is an

important knowledge about the control flow of the program, which

is, however, neglected by the SMT solver.

x=1; 

y=1;   

if(c0) 

x=2; 

y=2;   

if(c1) 

x=3; 

y=3;   

true 

false 

true 

false 

assert(x==y); 

Figure 3: Control flow graph of the example

The second knowledge is about the execution of multiple blocks.

The example program has three blocks (at line 2, 5 and 7), with

conditions of c0, ¬c0 ∧ c1, and ¬c0 ∧ ¬c1, respectively. Apparently,
their conditions are mutually exclusive, hence only one of these

blocks can be executed in one program execution. This important

knowledge is also neglected by the SMT solver. For example, as-

sume the c0 is true, only statements “x=1”, “y=1”, and “assert(x==y)”

are executed, the program’s correctness is relevant to these three

statements only. For the Boolean formula (3), the first two clauses

encode the c0 branch, and the last six clauses encode the ¬c0 branch.
We expect the last six clauses need not be considered in DPLL(T),

as soon as vc0 is assigned true. The actual situation is that the third

and fourth clauses can be dropped from DPLL(T) (since they are

satisfied), whereas the last four clauses cannot. The SMT solver still

makes some efforts to consider different assignments of Boolean

variables in these clauses (i.e., to explore the corresponding blocks)

in the subsequent search process.

3.2 Applying Control-Flow Knowledge Makes
Great Gains

Considering a basic block with n statements, let Φ be the formula

that encodes this block, and B(Φ) the Boolean abstraction of Φ,
there are at least n Boolean variables in B(Φ). DPLL(T) treats all
these variables as independent individuals, and needs explore their

2
n
assignments. In contrast, with the control-flow knowledge about

the execution of statements in the same block, only 2 assignments

of these n variables (both true or both false) need be explored.

Moreover, considering a program with m mutually exclusive

blocks. Without the control-flow knowledge, the SMT solver needs

to explore all combinations of thesem blocks. The search space, in

this case, is the Cartesian product of thesem blocks. In contrast,

with the control-flow knowledge about the execution of multiple

blocks, each time we explore one block only. The search space is

the addition of these m blocks. The search space is thus greatly

reduced.

4 CONTROL FLOW-GUIDED SMT SOLVING
To utilize the control-flow knowledge, one may consider adding

constraints to the original formula. However, specifying these con-

straints may introduce additional variables and thus increases the
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Verifier Solver 

SMT Formula + Order 

A satisfied model / Unsat 

Figure 4: Overview of our approach

problem complexity. We have a simpler and smarter solution. The

basic idea is to infer a variable order from the control-flow of the

program, and then use this order to guide the search process of

DPLL(T) (more clearly, by enforcing this order in decide() of Alg. 1).
Our approach can take full advantage of the built-in features of

DPLL(T). It provides a lightweight technique for utilizing control-

flow information. Fig. 4 shows an overview of our approach. At

the verifier side, except the SMT formula that encodes the verifi-

cation problem, a decision order on the variables is also generated

(Section 4.1). This order records the control-flow information of

the program. An SMT solving involves two steps: CNF conversion

and DPLL(T) . We propose techniques to enhance both steps: a

technique for guiding the DPLL(T) with an order (Section 4.2), and

an enhanced CNF conversion technique (Section 4.3).

4.1 Decision Order
Let Φ be a formula, B(Φ) the Boolean abstraction of Φ, andV the set

of Boolean variables in B(Φ). We distinguish the Boolean variables

for branching conditions, and call them branching variables. Let
V b ⊆ V be the set of branching variables in B(Φ). We intend to

define a partial order ≼ overV . We call this order the decision order.
Let v1,v2 be two variables in V , if v1 ≼ v2, we say v1 is prior to v2
in ≼.

In the CFG of a program, a node d1 is said to dominate another
node d2, if every path from Entry to d2 must go through d1. Con-
sidering the CFG in Fig. 3, the c0 node dominates all nodes in the

graph except of Entry and itself; the c1 node dominates two of its

successor nodes.

Remark that the branching conditions dominate the control flow

of the program. We have the following heuristic.

Heuristic 1. Branching variables are prior to all other variables
in V , i.e., ∀v1 ∈ V b ,v2 ∈ V \V b .v1 ≼ v2.

Recall the problem discussed in Section 3.1: the statements “x=1”

and “y=1” are in the same block, while the Boolean variables vx4=1
andvy4=1 can be assigned to different values. With Heuristic 1, this

is not going to happen. If vc0 = true, by Boolean propagation (on

the first two clauses of the formula (3)), both vx4=1 and vy4=1 are
forced to be true; if vc0 = f alse , the first two clauses are trivially

satisfied, and the Boolean variables vx4=1 and vy4=1 need not be

considered in the subsequent process of DPLL(T).

To further define the order among branching variables, we have

the following heuristic:

Heuristic 2. Given two branching variables v1,v2 ∈ V b , v1 is
prior to v2, if v1 dominates v2.

The underlying principle of Heuristic 2 is straightforward. Con-

sidering the CFG in Fig. 3, if c0 is true, the whole false branch of c0,

c0 

c1 

true 

false 

true false 

Figure 5: Branching graph

no matter c1 holding or not, can be excluded from the consideration.

In contrast, deciding a value of c1 cannot drop any branch of c0.
This paper consider loop-free programs only. Thus there can

never be two nodes d1 and d2 in the CFG, such that both d1 ≼ d2
and d2 ≼ d1. In other words, the induced order by Heuristic 2 is a

partial order.

4.1.1 Inferring the Order. The control-flow graph has all the infor-

mation that we need. Inferring the decision order from the CFG of

a given program is quite easy.

Given a CFG, we construct a so-called branching graph by elimi-

nating all statements information but keeping the branching con-

ditions in the graph. Let d be a node, except of Entry and Exit,
of the CFG, we use label(d) to denote the statements labeled on d ,
parent(d) the parent nodes of d , and child(d) the child nodes of d .
If the last statement of label(d) is a branch-statement, we delete

all information in label(d) but keep the branching condition. If the

last statement in label(d) is not a branch-statement, indicating that

d has only one child node, we connect all its parent nodes to this

single child node, and then delete d .
The resulting branching graph is a directed graph where nodes

are branching conditions, and edges are control flows. All control

flows are kept in the branching graph. The branching graph of the

motivating example is shown in Fig. 5. Comparing the branching

graph (in Fig. 5) to the CFG (in Fig. 3), four nodes are deleted, the

labels of two nodes are changed. Note that the Boolean values

associated with edges are all kept.

Apparently, the branching graph induce a partial order that

agrees with Heuristic 2. We use this graph to guide the search of

DPLL(T).

4.1.2 Storing the Order. We design a mechanism to implicitly store

the branching graph. The edges of the graph are recorded in the

identifiers of variables, which won’t affect the semantics of the

formula. As a result, when an SMT solver is invoked, the only input

is the SMT formula file (in SMT-Lib-v.2.0 format). No additional file

need be provided.

All condition variables are indexed by the order of their appear-

ances in the program. Let v be a condition variable. The identifier

of v is a series of numbers, separated by “_”, with the first number

being the index of v , and others being indexes of v’s parents in the

branching graph. For example, the condition variable vc0 ’s iden-
tifier is “0”, indicating that c0 is indexed by 0, and has no parent;

the condition variable vc1 ’s identifier is “1_0”, indicating that c1 is
indexed by 1, and its single parent is indexed by 0 (i.e. c0).
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Algorithm 2 decide()

Input: The current node cur in the branching graph

Output: An unassigned variable v and a Boolean value value
1: if cur == Exit then
2: (v,value) = decide_nonbranching_variables();
3: while var (cur ) is an assigned variable do
4: let t be the assigned value to cur ;
5: cur = next(cur , t);
6: (v,value) = (var (cur ), rand(0, 1));
7: return (v,value);

When an SMT solver is invoked, it first parses the SMT formula,

and restore the branching graph from the variables’ identifiers.

Then it uses this branching graph to guide its DPLL(T) procedure.

4.2 Control Flow-Guided DPLL(T)
To guide the SMT solving, we enforce a decision order in the decide()
operator of DPLL(T).

Our implementation of decide() is shown in Alg. 2. Assume there

is a branching graph, and cur is its current node that represents the
last assigned branching variable. Let d be a node, and t a Boolean
value, we provide two methods for manipulating the branching

graph: var (d) returns the branching variable that d represents, and

next(d, t) returns the next node following the t-edge of d . If cur
is the Exit node, indicating that all of the branching variables

have been assigned to a value, the algorithm relies on the method

decide_nonbranching_variables() to select the next variable and de-

cide its value, which implements the default branching heuristics

in conventional SMT solver [3, 15]. Otherwise, if the variable that

cur represents has been assigned a value, the algorithm follows

its value and move to the next node. This moving process repeats

until we get an unassigned branching variable. Then we return this

variable and a randomly decided value.

Moreover, the resolve_conflict()method inAlg. 1 needs be slightly

modified. In case of backtracking, if the target variable is a branch-

ing variable, we need to correspondingly modify cur to the node

that represents the backtracked variable and flip its assigned value.

4.3 Enhanced CNF Conversion
Recall the problem about the execution of mutually exclusive blocks

(see Section 3.1). After the CNF conversion, the conditions of blocks

are divided into parts. Even two blocks are mutually exclusive, the

SMT solver cannot drop the opposite one.

To solve this problem, we need to enhance the CNF conversion

procedure. For the motivating example, the CNF(Enc) is expected
to be the conjunction of the following clauses:

c0 → x4 = 1

¬c0 ∧ c1 → x4 = 2

¬c0 ∧ ¬c1 → x4 = 3

c0 → y4 = 1

¬c0 ∧ c1 → y4 = 2

¬c0 ∧ ¬c1 → y4 = 3

(4)

Compared to (2), which is obtained by the conventional approach,

the block conditions are specified in (4) as the premises of clauses.

As a result, if the condition predicate of one block is true, by mutual

exclusion of block conditions, the clauses corresponding to other

blocks are trivially satisfied. In the above CNF formula (4), the

Algorithm 3 rewrite_ite()

Input: A SMT formula Φ
Output: A rewritten formula Ψ without ite functions
1: Ψ = Φ;
2: let ites be the set of ite-terms in Φ;
3: for each ite ∈ ites do
4: let д, l , r be three real parameters of ite;
5: replace ite in Ψ with (д → rewrite_ite(l)) ∧ (¬д →

rewrite_ite(r ));
6: return Ψ;

first two clauses represent the c0 branch, and the last four clauses

represent the ¬c0 branch. Assume vc0 is true, thus ¬vc0 ∧ c1 and
¬vc0 ∧¬c1 are false, the last four clauses are hence trivially satisfied.
The atoms in these four clauses, for instance, x4 = 2, y4 = 2 and so

on, need not be considered again in DPLL(T). In this way, we avoid

DPLL(T) to explore the ¬c0 branch.
The key to getting the above CNF is the ite rewriting procedure,

which rewrites ite terms into those with only Boolean connectives.

Remark that all branching conditions of the verification condition

formula are stored in the ite terms. The conventional rewriting al-

gorithm breaks the nested structures of ite terms, and thus splits the

block conditions into parts. We want a new ite rewriting algorithm

that keeps the block condition as a whole.

Our new ite rewriting algorithm is shown in Alg. 3. The algo-

rithm finds all ite terms in Φ. Each ite term is a ternary function

with three parameters. We store these three parameters in д, l and
r , respectively. The semantics of the ite function is that if д is

true, it returns l , and otherwise returns r , which is equivalent to

(д → l) ∧ (¬д → r ). Note that l and r may also contain ite terms.

The algorithm need be applied to l and r recursively. Finally, Ψ con-

tains no ite term. Our algorithm can collaborate with the Tseitin’s

algorithm directly since the rewritten ite formulas are already in

the form of a conjunction of clauses (Section 3).

Comparing our ite rewriting algorithm to the conventional one,

the conventional rewriting algorithms introduce an auxiliary vari-

able for each ite-term. The most benefit of the conventional ap-

proach is that all generated clauses contains only two literals for

generating binary clauses [41] as more as possible. Binary clauses

are good for Boolean propagations. However, the main problem

here is not Boolean propagation but the theory propagation. With

our CNF formula, there are some results that can be forced by apply-

ing Boolean propagation only. However, With their CNF formula, in

many cases, must the theory solver be involved can we deduce the

same result. Moreover, with our enhanced approach, the number

of clauses is fewer. Besides, our algorithm needs not to introduce

auxiliary variables for each ite term. The total number of variables

is also reduced.

5 IMPLEMENTATION AND EXPERIMENTAL
EVALUATION

In this section, we discuss the implementation and evaluation of

our control flow-guided SMT solving tactic. During the evaluation,

we mainly consider the following research questions:
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Figure 6: SMT solving time on all benchmarks.

RQ1. How can we evaluate the performance of our tactic credi-

bly?

RQ2. How does the performance vary between our tactic and

the original method on credible benchmarks?

RQ3. Does our tactic affect the performance of the SMT solver

in a way as we expected?

5.1 Implementation
We implement our control flow-guided SMT solving tactic (pre-

sented in section 4) in CBMC [11, 27] and Z3 [15]. CBMC is a

well-known bounded model checking tool for C/C++ programs and

Z3 is an efficient SMT solver. Both CBMC and Z3 are open-source

projects. In our implementation, CBMC is responsible for gener-

ating SMT formulae that encode the verification conditions of the

programs. Our decision order inferring algorithm is implemented

in CBMC, since the control-flow information can be directly ob-

tained after CBMC parses the programs. Our control flow-guided

DPLL(T) algorithm and the enhanced CNF conversion algorithm

are implemented in Z3. The SMT files transferred between CBMC

and Z3 are in the SMT-LIB-v.2.0 format.

5.2 Experiment Setup
All experiments are conducted on the ReachSafety benchmarks in

SV-COMP’17. This benchmark set contains up to 2897 C programs.

All these programs have already been preprocessed for verification.

We use CBMC to generate SMT formulas from the benchmark

programs. Let k be the unroll bound of CBMC.With different values

of k , CBMC generates different SMT formulas. We ask the CBMC

to generate as many as possible SMT formulas within 5 minutes. If

the unroll bound reaches 2000, the generation process also stops.

Consider a falsified program, let k∗ be the minimal value of k such

that a counterexample can be revealed from the program. Then, for

all generated SMT formulas for this program, they are unsatisfiable

for k < k∗, and satisfiable for k ≥ k∗. In order to balance the

number of satisfiable and unsatisfiable instances, we drop some SMT

instances with a rather small k . Finally, excluding the exceptional
cases (timeout, internal error, etc), there are totally 1411 programs

with which CBMC successfully generates SMT instances. All of
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Figure 7: SMT solving time on satisfiable benchmarks.
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Figure 8: Accumulated SMT solving time on all benchmarks.

these SMT files are plain text files in SMT-LIB-v.2.0 format. The

largest SMT files occupy hundreds of MB.

We compare the performance of our control flow-guided SMT

solving tactic to that of the default heuristic in Z3. The original Z3

with the default heuristic is considered as the baseline. The plus

of Z3 and our tactic is called Z3+. Timeout for each instance is set

to 10 minutes. Note that some preamble tactics (for example, the

simplifying tactic, the variable eliminating tactic, etc) are realized

in Z3, with which some of these SMT instances can be immediately

solved, without calling the DPLL(T) procedure. There are also some

instances that are too hard to be solved by either Z3+ or the baseline

in the time limit. We drop the above two kinds of exceptional

benchmarks. Finally, we got 948 SMT instances, where 314 instances

are satisfiable and 634 ones are unsatisfiable. We believe these

benchmarks are sufficient to evaluate the performance of our tactic

credibly.

5.3 Experimental Results
Figure 6 show the SMT solving time of the baseline and our control

flow-guided tactic on all benchmarks. The figure demonstrates

that our tactic is superior to the baseline on the majority of the
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Figure 9: Accumulated SMT solving time on satisfiable
benchmarks.

benchmarks. Especially, our tactic can speed up the SMT solver

by orders of magnitude on about a quarter of the benchmarks,

and there are a very little of benchmarks on which our tactic is

notably inferior to the baseline. The accumulated SMT solving time

for solved benchmarks is shown in Figure 8. In general, our tactic

uses only 30.0 percents of time of the baseline to resolve the same

number of the benchmarks.

We also present the SMT solving time of the satisfiable bench-

marks in Figure 7. On satisfiable benchmarks, our tactic is superior

to the baseline for most of the benchmarks. There are only a hand-

ful of benchmarks that cost our tactic more time. Besides, nearly

half of the benchmarks are sped up by orders of magnitude. The

accumulated SMT solving time for all satisfiable benchmarks is

shown in Figure 9. Our tactic costs only 12.2 percents of time of

the baseline to resolve the same benchmark group.

The accumulated SMT solving time for solved unsatisfiable bench-

marks is shown in Figure 10. The curves for both the baseline and

our tactic are substantially identical. Our tactic saved about 25.2

percents of the SMT solving time for this group of benchmarks.

Summary of the experimental results for SMT solving time is

presented in Table 1. The CPU time is the total running time of

each tool on the whole benchmark set. Our tactic costs half the

CPU time to finish all the benchmarks and only spends a quarter

of CPU time to finish the satisfiable benchmarks compared to the

baseline. The score time is the accumulated time for solving a certain

quantity of benchmarks, where the quantity is equal to the maximal

number of benchmark that the baseline can solve. All of the score
times are indicated by the straight dash line in the curve diagrams

like Figure 8. The ratio of the score time of the baseline and our

tactic indicates the speed-up times of our tactic for solving the

same group of benchmarks. To summarize, our tactic speeds up

the solver by 3.34 times for all benchmarks and 8.22 times for

satisfiable benchmarks. Also, the number of timeout cases with our

tactic is much fewer than that with the baseline. In conclusion, our

control flow-guided SMT solving tactic can significantly improve

the performance of the SMT solver.
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Figure 10: Accumulated SMT solving time on unsatisfiable
benchmarks.

Table 1: Summary of experimental result

Sub

CPU Time / s Score Time / s #Timeout

z3 z3+ Lift z3 z3+ Lift z3 z3+

sat 34573 8135 4.25 16573 2016 8.22 30 4
unsat 25994 19619 1.32 12794 9567 1.33 22 4
all 60568 27754 2.18 29368 8803 3.34 52 8

5.4 Result Analysis
The experimental results illustrate remarkable improvements of

our tactic over the baseline. Also note that the improvement of

our tactic on unsatisfiable benchmarks is not as significant as that

on satisfiable benchmarks. In other words, the utility of our tac-

tic is limited for the unsatisfiable instances. Recall that DPLL(T)

is basically an exhaustive search procedure. For an unsatisfiable

formula, no matter our tactic or the baseline they have to explore

the whole search space to prove its unsatisfiability. The efficiency

of the control flow-guided approach is thus greatly limited. In fact,

the unsatisfiable cases are hard to be optimized for most of the

existing heuristic methods.

Furthermore, during the DPLL(T) search procedure, the algo-

rithm stops as long as a satisfiable variable assignments is found.

If the current variable assignments conflict, a conflict clause is

learned and the search procedure backtracks. To a certain extent,

the number of conflict clauses indicates the try times in the search

procedure of DPLL(T) . Figure 11 shows the number of conflict

clauses learned during the DPLL(T) . As we can see, on the majority

of the benchmarks, the number of the conflict clauses learned with

our tactic is fewer than that with the baseline, especially for the

satisfiable benchmarks. These results indicate that our tactic can

guide DPLL(T) to find a satisfiable solution with fewer try times in

the search procedure.

5.5 Threats to Validity
The main internal threats to the validity of our approach are that

whether the performance improvements are mainly due to our

control flow-guided tactic, and that whether the implementation
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Figure 11: #Conflict clauses learned during DPLL(T) .

of our tactic is credible. Firstly, we only implemented two algo-

rithms in Z3, i.e., the branching heuristic and the enhanced CNF

conversion algorithm. They are simple and barely coupled with

other modules. Meanwhile, we have implemented our algorithm as

clearly as we can. Secondly, the adding of the control-flow infor-

mation won’t affect the performance of the original solver, since

we implicitly record the decision order in the SMT file by naming

the SMT variables in a special fashion, which doesn’t have any

effect on the semantics of the SMT formula. Last but not the least,

we conduct experiments on a large number of benchmarks from

SV-COMP’17. The experimental results show the remarkable per-

formance of our technique. Additionally, the analysis of the number

of conflict clauses further demonstrates that our tactic does acceler-

ate the search procedure, which conforms to our expectations. We

are thus confident in the effectiveness of our tactic.

Another threat to the validity of our approach is that whether

our approach can be generalized to other solvers other than Z3.

Actually, our tactic is based on the DPLL(T) framework, it has

nothing to do with the specific features of the Z3 solver itself. Thus,

our tactic can be implemented in any DPLL(T) -based SMT solver

for program analysis.

One more threat is that whether our approach can be generalized

to other program analysis techniques, except BMC. The answer

is also yes. Actually, we use CBMC in our experiments only to

generate SMT instances, and nothing more. Our tactic can be eas-

ily applied to other program analysis techniques only if they are

SMT-based, i.e., they encode the verification conditions as the SMT

formulas and then rely on an SMT solver to solve these formulas.

6 RELATEDWORK
There is a large body of work on improving the performance of the

DPLL-based constraint solvers, like SAT and SMT solvers. Below,

we compare our approach with the most closely related works.

Since our approach is based on the branching heuristic (also named

the decision ordering) of the DPLL backtrack search procedure, we

discuss this aspect first.

6.1 Branching Heuristics
One of the most famous branching heuristics is VSIDS [30, 32]. It

increases the ranking values of each literal in a newly inferred con-

flict clause, and also decays these values periodically. The ordering

is based on these ranking values. There are also other branching

heuristics utilize the information from the backtrack search proce-

dure, like MOM heuristic [20, 38], Jeroslow-Wang heuristics [25],

literal count heuristics [31], etc. However, all of these branching

heuristics are designed for the general satisfiability problems, which

can only utilize the information from the DPLL procedure, and

almost do not care about the domain-specific knowledge from orig-

inal problems modeled by the satisfiability problems. Our seman-

tic branching heuristic is combined with one of the most efficient

heuristics (VSIDS-based), but focus on the satisfiability problems de-

rived from the program analysis problem. With the domain-specific

knowledge of program analysis, our heuristic can lead to more

efficient constraint solving.

There is also some work on refining the decision ordering by the

domain-specific knowledge of circuits or models. The most closely

related work is [44], where Yin et al. refine the decision ordering

for the satisfiability problem from transition system by giving the

higher priority to the transition variables over other variables. Be-

sides, all of the transition variables are ordered by the transition

relations in the models. As we discussed in section 1, the program

is more complex than the general transition systems. Furthermore,

this heuristic can hardly work since all of the program variables are

transition variables and the DPLL decision procedure is performed

on the predicates over the program variables instead of on the

program variables directly. Moreover, there are some other related

work refining the decision ordering by the knowledge of the transi-

tion systems. In [43], Wang et al. identify the important variables in

the unsat-core form the previous unsatisfiable BMC instances and

give priority to these important variables in decision ordering on

the current instance. Shtrichman and Ofer [40] suggests a static pre-

determining order following a forward or backward breadth-first

search on the variable dependency graph of the transition system.

In [23], Gupta et al. explore implications learned from the circuit

structure represented by BDDs to help the SAT solving. Since there

is less structure information in a CNF formula, Ostrowski et al.

[35] suggests recovering and exploiting structural knowledge by

a set of equations form initial SAT instance to eliminate clauses

and variables. All of the work are based on the domain-specific

knowledge of circuits or models, instead of the programs.

6.2 Utilizing Control-Flow Information
Our tactic is based on utilizing the control-flow information of the

program. We also compare our approach with the related work on

utilizing the control-flow information for program analysis. In [29],

Leino et al. split the monolithic VC of a program analysis procedure

into the conjunction of several smaller VCs according to the control-

flow information. The partition results in several smaller SMT query

which could be solvedmore efficiently than the original one. Cimatti

et al. [10] partitions the abstraction problem into the combination

of several smaller abstraction problems by exploiting the structure

of the program. These approaches improve the performance by the

heuristic of partition the monolithic problem into several smaller
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problems utilizing the control-flow information. Our tactic also

utilized this heuristic since giving priority to the condition variable

is similar to splitting the whole program into several program paths

and then solving the path formula one by one.

Symbolic execution generates a verification condition for each

path of the program. For different paths (of the control flow of the

program), it generates different SMT formulas. In this respect, one

may say that the symbolic execution also utilizes the control flow

information of programs. However, symbolic execution utilizes this

information at the level of VC generation, while ours does at the

level of the SMT solver. With our approach, only one SMT formula

that encodes verification conditions of all paths of the program is

generated. Our tactic can use the many built-in features of the SMT

solver, including the conflict clause learning, value propagation

and so on. As a result, the intermediate results among verifying the

many paths of the program can be easily and automatically shared.

Belt et al. [2] and Feist et al. [19] proposed to utilize the control-

flow information and the domain-specific knowledge of symbolic

execution to reduce the times of the SMT query, respectively. For

the same reason, these work are also different from ours.

6.3 Theory-Aware Approach
The optimization of our tactic is based on pruning the conflict

assignments early. Some of the related work based on the theory-

aware approach also optimize the constraint solving procedure in

this way. The theory-aware approaches discover the constraints

from the underlying theory by a lightweight method and utilize

these constraints to help to prune the conflict assignments in DPLL

procedure. Berzish et al. [3] proposed a theory-aware branching

heuristic which prioritizes simpler branches over more complex

ones in string solvers. They also proposed a theory-aware case-

split to circumvent mutually exclusive assignments by the struc-

ture of string theory literals. Goldwasser et al. [21] proposed a

theory-aware branching heuristic for linear reals arithmetic based

on a geometric analysis over the linear constraints. The heuristic

suggests the values, which is consistent with the current partial

assignment, for the unassigned predicates of linear constraints.

Bruttomesso et al. [9] utilize the structural information like equali-

ties and arithmetic functions to help to reason at a higher level of

abstraction within the theory of bit-vectors. All of these theory-

aware approaches focus on the specific theory, such as string theory,

linear reals arithmetic theory, and bit-vector theory. However, our

tactic is a high-level approach based on refining branching heuris-

tic of DPLL procedure, which is independent of theories. In [28],

Kuehlmann et al. use circuit specific knowledge to guide the search

of SAT solving and help the solver reasoning on specific logic. This

work is only suitable for circuit problems. Besides the DPLL-based

solver, the other constraint solver can also utilize the theory-aware

approach to improve the performance significantly. For example,

Hooimeijer et al. [24] proposed a lazy backtracking search algo-

rithm for solving the regular expression constraints efficiently by

a follow graph and a constraint-path map generated from the con-

straint system. This work is specifically for solving the regular

expression constraints.

7 CONCLUSION AND FUTUREWORK
In this paper, we present control flow-guided SMT solving tactic

utilizing the control-flow information of the programs to refine

the DPLL(T) search procedure in SMT solvers. In our tactic, the

search space is reconstructed continuously and dynamically by the

control-flow information and thus a large number of redundant

search paths can be pruned. We implement our tactic in the modern

SMT solver Z3, and compare our tactic with the default heuristic

in Z3. The experiments on SV-COMP’17 benchmarks have shown

that our control flow-guided SMT solving tactic can significantly

speed up the SMT solving. Especially, our tactic achieves orders of

magnitude improvements on satisfiable benchmarks.

In algorithm 2, after a decision variable is selected, its value is

randomly determined. There also exist some strategies for deciding

a variable’s value in the existing SAT/SMT solvers. Again, these

strategies are not domain specific. We are planning to study to use

the program information to guide the SMT solver for determining

the variables’ values.
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