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PMVERIFY: Robustness Verification for Checking
Crash Consistency of Non-volatile Memory

Abstract

The emerging non-volatile memory (NVM) technologies pro-
vide competitive performance with DRAM and ensure data
persistence in the event of system failure. However, it ex-
hibits weak behaviour on hardware architectures in terms of
the order in which stores are committed to NVMs, and there-
fore requires developers to manually flush pending writes.
To ensure correctness of this error-prone task, it is crucial
to develop a rigid method to check crash consistency of pro-
grams running on NVM devices. Most existing solutions are
based on testing and rely on user input to dynamically detect
such deficiencies. In this paper, we present a fully automated
method to statically verify robustness, a newly established
property for ensuring crash consistency of such programs.
The method is based on the observation that, reachability of
a post-crash non-volatile state under a given pre-crash exe-
cution can be reduced to validity of the pre-crash execution
with additional ordering constraints under memory consis-
tency model. Our robustness verification algorithm employs
a search-based framework to explore all partial executions
and states, and checks if any non-volatile state is reachable
under certain pre-crash execution. Once a reachable non-
volatile state is obtained, we further check its reachability
under memory consistency model. The algorithm is imple-
mented in a prototype tool PMVERIFY that leverages sym-
bolic encoding of the program and utilizes an SMT solver
to efficiently explore all executions and states. A dedicated
theory solver is integrated into the DPLL(T) framework to
optimize the robustness checking algorithm. Experiments on
the PMDK example benchmark show that PMVERIFY is the
first tool to establish robustness, and is competitive with the
state-of-the-art dynamic tool, PSAN, in terms of robustness
violation detection.

Keywords: persistent memory, non-volatile memory, robust-
ness, program verification, crash consistency

1 Introduction

Non-volatile memory (a.k.a. NVM, or persistent memory) is
a kind of non-conventional, byte-addressable storage device
that preserves its content after a power failure [35, 36]. It
enables direct access to persistent data using standard load
and store instructions, and thus avoids the overhead of OS
system calls. Due to its competitive performance with DRAM
and guarantee of data persistence, it has been widely used
in persistency-critical systems such as databases [4, 47, 49]
and file systems [8, 13, 33, 42, 58-61, 65].

However, modern processors have write-back caches that
induce non-determinism in the order stores are written to
memory. Since cache systems are volatile, it may lead to data
loss if some stores have not been committed to NVM when
a crash happens. The exact order in which stores are writ-
ten back to NVM, referred to as persist order, is constrained
by the cache coherence protocol. Similar to memory con-
sistency models which specify visibility order of memory
operations, in recent works the Intel-x86 [10, 37, 51-53] and
ARMv8 [10, 54] persistency models have been formalized
which prescribes the persist order. Both architectures exhibit
weak behaviours in terms of persist order.

As a simple example on Intel-x86, assume crash happens
after executing the two instructionsa = 1; b = 1. Upon
recovery, it is possible to observe the non-volatile state a =
0; b = 1 (we assume 0 is the initial value of a). In general,
persist order might differ from the order memory operations
are made visible. Figure 1 shows a possible execution of these
two instructions and relevant orders. Here the store a = 1
is issued and becomes visible first per program order, but
remains in caches. On the contrary, the store b = 1 is issued
later but leaves the cache before the system fails. The store
a = 1 in the volatile cache is thus lost due to the crash.

persist order

visibility order
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Figure 1. A possible visibility and persist order of two stores
a = 1; b = 1; in a single thread. S,, S, are the points the
stores are made visible to all threads, and P,, P, are when
they are committed to NVM. ¢ signifies system failure.

Overall, persistent programming is an error-prone task.
It is the responsibility of the developers to avoid corrup-
tion of data residing on NVMs, since any inconsistency
would persist across reboots. This necessitates a clear under-
standing of the persistency semantics. Although instructions
(e.g. clflush and c1flushopt on Intel-x86) have been intro-
duced to constrain persist order of memory operations, the
fact that stores are committed to NVMs in an out-of-order
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manner can be counter-intuitive. The matter becomes even
more intricate for a multi-threaded program.

To assist developers in correctly programming NVMs, re-
searchers primarily pursue two approaches. On the one hand,
high-level mechanisms such as transactions [6, 11, 18-20, 27,
54] and locks [5, 7, 26, 29, 44] have been developed to facilitate
the development of NVM programs. However, these mech-
anisms often introduce significant overhead. On the other
hand, another line of research focuses on enhancing the reli-
ability of NVM programs [9, 12, 16, 23, 34, 43, 45, 46, 48, 55].

An important property, known as crash consistency, has
been proposed to characterize the reliability of NVM pro-
grams. It ensures that the program state recovered from
NVM after a system failure is always consistent, thereby
enabling seamless resumption of program execution [55].
However, a considerable amount of existing tools require
specifications provided by users for accurate bug detection.
For instance, XFDetector [45] requires user annotation of
commit variables to avoid false alarms, while PMTest [46]
and PMDebugger [12] requires explicit annotation of order-
ing constraints in the program. [48] is able to prove correct-
ness of NVM programs in terms of persistency invariant,
a predicate that always holds on recovered state, but it is
also restricted to the specifications provided by the user. The
model checkers Jaaru [23] and Yat [43] do not require user
input, but they only detect observable bugs, i.e. segmentation
fault or assertion violation.

To circumvent the aforementioned difficulties in crash
consistency checking, Gorjiara et al. [22] proposed a novel
correctness criterion called robustness. Intuitively, a program
is robust if the state recovered from NVM after system failure
is guaranteed to be reachable under memory consistency
model !. For example, consider the program in Figure 1 and
the observed post-crash state a = @; b = 1. This state is
not reachable if we ignore the existence of NVM devices and
possible crashes, i.e. we only consider its normal executions.
Therefore, the program is non-robust.

An advantage of robustness is that user annotation is no
longer necessary for verification. In this setting, crash con-
sistency checking can be separated into two steps: (1) prove
the program is robust, and (2) verify program correctness
under memory consistency model. The latter problem is well-
studied and numerous methods for checking weak memory
consistency exist in the literature [3, 15, 24, 28, 39, 57, 62],
which could be reused on a robust program.

Since robustness acts as a bridge that reduces crash con-
sistency to memory consistency, in this paper, we focus on
developing a method for checking robustness of NVM pro-
grams. The tool PSaN developed in [22] employs a dynamic
algorithm to sample execution traces from the program, and

IThe definition of robustness in this paper is formulated differently from
the original definition in [22], where it is defined using the notion of strong
persistency model instead of reachability of recovered state.

Anonymous Authors

checks these traces for robustness violation. While able to
find robustness violation, it relies on test input generation
and sampling and thus is inherently incapable of proving ro-
bustness. In contrast with PSAN, we propose a static method
aimed at formally proving robustness.

Our method is based upon an observation that, the reach-
ability of a post-crash non-volatile state under certain pre-
crash execution can be reduced to validity of the execution
with some additional ordering constraints. This enables us
to efficiently identify reachable non-volatile states given a
pre-crash execution, and check if they are also reachable
under memory consistency model. The latter reachability
checks are further optimized by shrinking its search space
using the pre-crash execution.

Furthermore, we leverage a search method to explore
all possible executions and (non-volatile) states and check
their reachability. Apart from general-purpose search al-
gorithms, some methods have been designed for efficient
exploration of the vast search space in concurrent programs.
These include stateless model checking algorithms with dy-
namic partial order reduction [1, 39-41] and SMT-based
methods that encode the program and rely on constraint
solving [3, 15, 17, 24, 57, 63, 64]. Our implementation opts
for the latter method for exploration, which depends on a
symbolic encoding of the input program, and a dedicated
theory solver for robustness checking. The solver utilizes
the emerging ordering consistency theory [24] for optimized
validity checking used in the dual reachability checks and
is incorporated into the DPLL(T) framework. Robustness
violation is reported whenever we find a non-volatile state
that is unreachable under memory consistency model, and
we confirm robustness of the program if the exploration is
exhaustive.

The proposed method has been implemented in a proto-
type tool called PMVERIFY. On 26 programs collected from
the PMDK [27] pmemobj libraries, PMVERIFY is able to report
12 robustness violations and successfully proves robustness
of one case. Compared to the dynamic model checking tool
PSAN [22], our method finds 6 more violations while PSAN
fails to prove robustness. Besides, on a set of 12 manually
crafted robust programs, PMVERIFY is able to prove 6 of
them, while PSAN is unable to prove any case.

In summary, our main contributions are:

1. We show that the reachability checking problem of a
post-crash non-volatile state under a given pre-crash
execution can be reduced to the well-studied valid-
ity checking problem of a concurrent execution (Sec-
tion 3).

2. We propose a novel and efficient algorithm for check-
ing robustness of all possible executions within a non-
volatile memory program (Section 4). This algorithm
is encapsulated as a dedicated theory solver and in-
corporated into the DPLL(T) framework (Section 5).
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3. The approach is implemented in a prototype tool, and
we conduct experiments on PMDK benchmarks and a
set of manually crafted robust programs. Evaluation
results show our method is competitive with dynamic
tool PSAN on robustness violation detection and out-
performs on robustness verification (Section 6).

2 Preliminaries
2.1 x86 Persistency Model

In this paper, we focus on checking robustness of non-volatile
memories on Intel-x86 platforms. The visibility order of mem-
ory operations is characterized by the standard x86-TSO
model [56], while persist order is prescribed by Px86, a per-
sistency model formalized in [53]. In this setting, a system
typically employs a three-layer memory hierarchy per Px86
operational semantics: instructions are issued to thread-local
store buffers first, then propagated to a global persistent
buffer (write-back caches), from where stores are committed
to NVM.

Cache line write-back instructions can be used to con-
strain persist order. The Intel-x86 architecture provides three
such instructions: (1) cache line flush instruction c1flush,
(2) cache line optimized flush instruction c1flushopt, and
(3) cache line write back instruction clwb. All three of these
instructions write back the content of a single cache line, but
differ in how they could be reordered with other instructions.
clflush instruction has stronger constraints and can only
be reordered with loads, while c1flushopt can be reordered
with store, c1flush and clflushopt instructions to other
cache lines. clwb has the same semantics as c1flushopt but
does not invalidate the cache line, providing better perfor-
mance. To further constrain the order, the memory barriers
mfence and sfence can be used. mfence can not be reordered
while sfence allows reordering with loads.

Table 1 summarizes the order between relevant instruc-
tions based on the standard x86-TSO model and Px86 seman-
tics. Note only visibility order is characterized in the table,
which roughly corresponds to the order in which instruc-
tions propagate from store buffers to the persistent buffer
on Px86.

We can now define the persist order and reachability of
non-volatile states:

Definition 1 (Persist Order). Given a fixed visibility order
(defined later in Definition 5 as hb), the persist order, written
nvo, is defined as a total order on all stores and flushes that
satisfies the following two axioms [53]:

1. The visibility order and persist order coincide between
stores to the same variable.

2. If a store is (visibility-)ordered before a flush to the
same variable, then it must persist before any stores
(visibility-)ordered after the flush.

At any point during program execution, only stores in
a prefix of the events in nvo have persisted. In the case of
system failure, these persisted stores in the prefix are safe
and recoverable, which induce a non-volatile state s where
for each location x, s(x) equals the last store to x in the
prefix. If a state s is induced by a prefix of some persist order
nvo of the program that contains all flushes, s is said to be a
reachable non-volatile state.

2.2 Program and Execution

2.2.1 Programs. We formulate a simple concurrent lan-
guage for demonstration of our approach. It assumes a set of
thread-local variables V; (written a, b, c etc.) and shared vari-
ables V), (written x, y, z etc.). All shared variables reside on
non-volatile memory. For simplicity, flush operations work
at the granularity of variables instead of cache lines. Let e
represent an expression built from local variables, integers
and arithmetic operators, an instruction i is then defined by
the following grammar:

iz=a=x|x=e]| fence| flushx

Following [22] we ignore the differences between the flush
instructions and assume a single flush operation. Likewise,
we only consider a memory barrier fence. flush and fence
exhibit semantics of clflush and mfence respectively as
in Table 1. We note that our implementation supports all
variants of flush operations and barriers (Section 6).

A thread consists of a sequence of instructions, and a
(concurrent) program is the parallel composition of one or
more threads. We use the symbol || for parallel composition,
and for each thread, we designate a thread identifier 7 € Tid.
Likewise, each instruction in a thread is associated with
an event identifier i € N, i.e. the index in the sequence of
instructions. For a given program, a state s is defined as a
valuation of all shared variables, i.e. s € V, — Z.

2.2.2 Event Order Graph. Similar to the standard declara-
tive methods in the literature [3, 17, 24, 40, 64], we represent
execution of a concurrent program by an event order graph
(EOG). However, executions on non-volatile memory are
slightly different from those on traditional DRAM, in that
system failure might happen before a program execution
finishes. Therefore, we distinguish between partial and total
executions, and adjust the definition of EOGs accordingly.
We first define a memory event:

Definition 2 (Event). An event e is a triple (z, i,1) where
7 € Tid is a thread identifier, i € N is an event identifier, and
I is an event label that can be one of the following:

e R(x,v), marking the event as a read event, where v is
the value read from the shared variable x,

o W(x,v), marking the event as a write event, where v
is the value stored to shared variable x,
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Table 1. The preserved program order of Intel-x86 instructions relevant to persistency. X means two instructions can be
reordered, while v/ means they are always ordered. CL means the pair of instructions is only ordered when on the same cache

line.

Later in Program Order

read | write | mfence | sfence | clflushopt | clflush

_cg read v v v v v v
-

O | write X v v v/ CL v
i mfence v v v v v v
£ | sfence X v v v v v
& | clflushopt | X X v v X CL
(5]

E clflush X v v v CL v

o FL(x), marking the event as a flush event, where all
pending stores to x are forced to persist in the order
they are issued

o F, marking the event as a memory fence event, which
prevents reordering of events before and after it.

Remark 1 (Notation). Given an event label [, the functions
type, loc, and val returns the type (R,W,FL,F), location (x),
value read or written (v) of [ if applicable. Given an event
e, the functions Tid, # and lab return the thread identifier,
event identifier and event label respectively. The functions
on event labels (type, loc etc.) are also lifted to events. For
a program P, we write Ep for the set of memory events in
P. The method to generate Ep is straightforward [37] by
simulation of program execution, and we omit the details
here. We abuse the symbols R,W,FL,F for the set of events
with the corresponding label in Ep.

Given a relation r, we write r* for the transitive closure of
r,and r~! for its inverse. Given a relation A, r|4 is r restricted
to A. We write ry; r; as the relation composition of the two
relations r; and ry. For a set of events E, E, is the subset of E
restricted to events on variable x, i.e. Ex = {e € E | loc(e) =
x}. For any ordering relation r over E, we also write e; <, e;
for (eg,ez) € r.

An EOG is then defined with respect to ordering relations
over memory events:

Definition 3 (Event Order Graph). An event order graph
G = (E, Ey, po, rf) consists of a set of events E and a subset of
initialization events E, C E containing a single write event
to each shared variable. po, rf are relations over E where,

® po C EXE is the program order, a total order of events
in each thread. Moreover, initialization events in E, are
ordered before the other events in E. po can be derived
syntactically from the program, i.e. po = {(e1, e2) |
T1d(e1) = Tld(ez) A #ep < #ez} U (EO X E \ Eo)

e rf C (ENW)X(ENR) is the read-from relation between
write and read events on the same variable. Intuitively,
(ews er) € rf if e, reads the value written by e,,. It is
obvious that each read event should read from at most
one write event, i.e. for any events el,, e2, € (ENW) and
er € (ENR), (el,e,) erf A (e, e) erf el =e2.

For convenience, we use G.x to refer to the element of G,
where x can be E, Eg, po or rf. When the context is clear, we
write E, po etc. directly.

An event order graph G represents a (total) execution of
a concurrent program P, if G.E equals Ep, and G.rf assigns
a write event to each read event. In this case, the execu-
tion finishes without being interrupted by a potential crash.
However, not all executions are valid, or consistent, per the
underlying memory consistency model that prescribes al-
lowed visibility order of memory operations.

Each memory consistency model M essentially defines
a predicate over executions, denoted consy,(-), for the set
of valid executions under M. The memory consistency model
adopted in this paper is an extension of standard x86-TS0 [56]
for Intel-x86 platform which identifies a global happens-
before order hb over all events. Unlike Sequential Consistency
(SC), only preserved program order (ppo), a subset po that can
not be reordered according to architecture specification, is
included in hb.

Table 1 summarizes the ordering constraints of relevant
instructions. It shows that writes and flushes might be re-
ordered with later reads. The preserved program order ppo
is then formally defined as:

ppo £ {(e1,e2) €po | e EWUFL — e, ¢ R}

To define happens-before order hb, we introduce coher-
ence order (co):
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Definition 4 (Coherence Order). Given an execution G, a

coherence order co C (G.E NW) X (G.E N W) is the disjoint

union of relations for each shared variable x € V,,, where
is a strict total order on write events to x.

Orders within the same thread (called internal orders)
are distinguished from those across different threads (called
external orders), and we denote them with suffix i and e
respectively. For instance, rf; is the relation rf N (po U
po~1). Additionally, given a coherence order co, the from-
read relation fr between a write event and a read event is
derived as fr £ rf~1; co. Intuitively, if we have (e,,, e,) € rf
and (e, €],) € co, e, must happen before e/, since e, would
read from e, otherwise.

Definition 5 (x86-TS0). An execution G is valid under
x86-TSO, written constso(G), if there is a coherence order
such that

1. hb = (ppo U rfe U co U fr)* is irreflexive,
2. fr;po is irreflexive (per-location coherence)

Each valid execution G induces a (volatile) state s, where
for each x € V), s(x) equals the value written by the last
write event to x in hb. If s is induced by some execution of
the program P, it is said to be a reachable state of P under
x86-TSO.

2.3 Crash Consistency and Robustness

Crash consistency is an essential property of programs run-
ning on non-volatile memories. Given that the system may
crash at any time, it specifies that program execution can be
correctly resumed from the recovered non-volatile state, as
defined in Section 2.1. This essentially requires that the post-
crash execution starting from the state does not terminate
unexpectedly (e.g. segmentation faults or assertion viola-
tion) or cause data corruption. However, most tools in the
literature rely on user annotation for crash consistency bug
detection, and the few automatic tools only detect observ-
able bugs. To tackle the problem, robustness is proposed [22]
as a sufficient condition for crash consistency of lock-free
programs:

Definition 6 (Robustness). A program P is robust iff all
reachable non-volatile states of P, as defined in Section 2.1,
are reachable under x86-TSO, as defined in Section 2.2.

In other words, the set of reachable non-volatile states
is subsumed by the set of reachable states under x86-TSO.
Crash consistency requires safe execution from any post-
crash state. In this case, to prove crash consistency of a
robust program, we only need to apply existing methods for
ensuring correctness of a concurrent program under some
weak memory consistency model, which is x86-TS0 in our
case. For a robust program, the problem in question is essen-
tially reduced to the classical safety verification problem of
concurrent programs. Furthermore, since consistency check-
ing and proving robustness are decoupled from each other,

this method is fully automated, and user annotation is not
needed.

3 Checking Reachability of a Non-volatile
State

In this paper, we focus on proving robustness. Since robust-
ness is a universal property over non-volatile states, it is nec-
essary to explore all non-volatile states and check if all states
are reachable per definitions in Section 2.1 and Section 2.2.
In this section, we focus on how to observe a potential non-
volatile state from the program and check reachability of the
post-crash state given a fixed pre-crash execution.

3.1 Recovery Observer

To enumerate non-volatile states efficiently, we leverage
recovery observer to instrument the program. Recovery ob-
server is originally proposed in [50] as a hypothetical notion
that atomically observes the entire content of the NVM. It
is then adopted for verification of software performing file
I/O [38]. Unsurprisingly, the semantics of I/O operations
to storage devices are analogous to memory operations on
NVM. In fact, it has been utilized later for persistent invariant
checking [48].

Intuitively, recovery observer is a virtual thread that reads
each shared variable. As the recovery observer acts as an ad-
ditional thread, the reads in it interleave with other memory
operations. By going through all possible interleaving of the
threads, each read also iterates through all possible writes.
It facilitates enumeration of states since we could rely on
the rf relation of these reads for a proper post-crash state.
Figure 2 shows an example program with recovery observer.
The third thread is the recovery observer with a read to each
shared variable in the program.

x =1; y = 2;

flush x; flush y; M= x
a=y; I b=x; [
X = a; y = b; ’
flush x; flush y;

Figure 2. An example of recovery observer. r1 = x; and r2
= y are not ordered.

To adopt recovery observer to our setting, we instrument
the program with the virtual thread and introduce a ded-
icated reads-from order for reads in this thread. Formally,
given a program P, its instrumented version is P’ = P || P,,
where P, represents the recovery observer that contains an
instruction a, = x for each x € V). Let REC be the set of
events in the recovery observer P,, i.e. REC = {e € Ep/ |
Tid(e) = P,}. To ensure they could observe all states of the
program, these read events are not ordered with any other
events, and in particular, they are not ordered with each
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other. We thus have the following definition of instrumented
execution:

Definition 7 (Instrumented Execution). An instrumented
execution G’ of P is an execution of the instrumented pro-
gram P || P,.In particular, it satisfies G*.poN(RECXG'.E) = 0
and G'.po N (G*.E X REC) = 0.

We define the recovery read-from relation rrf of G as
the projection of the read-from relation to REC, i.e. rrf £
rflwxrec). The relation induces an observed non-volatile
state s, such that for each shared variable x € V), s,(x)
equals the store read by RECy.

Once a non-volatile state s, is observed by the recovery
observer, the next step is to check reachability of s, under G,
which is elaborated in Section 3.2. If s, is indeed a reachable
non-volatile state, we then need to check if s, is reachable
under x86-TS0. While this is a well-studied problem and not
the topic of this paper, we note that recovery observer can be
tweaked for this purpose as well. Briefly speaking, we retain
the instrumented execution G’, but group the read events in
REC together as an atomic block, i.e. we only allow it to read
the whole memory simultaneously. In this way, the recovery
observer now signifies an equivalent volatile state instead.
The details are given in Section 4.

3.2 Reduction to Validity Checking

In this section, we check reachability of the observed non-
volatile state s, under a given execution. Reachability under
Px86, which is a more general problem than ours, has been
previously proved to be decidable [2], but no algorithmic
method is given. To solve the problem, the key is to reduce
it to an equivalent validity checking problem of a pre-crash
execution that is augmented with additional ordering con-
straints.

To accomplish this, we leverage the derived TSO propa-
gation order (dtpo) from [37] as a bridge between memory
consistency and persistency. Given an instrumented execu-
tion G of the program, we have:

dtpo & U FLox{w € Wy | 3w’ € dom(rrf), (w,w) € co}

xeVp

dtpo orders any flush on the shared variable x before any
store w to x that are co-ordered after the store w’ to x read
by rrf. Note that although it is derived from the persistency-
related relation rrf, it characterizes visibility order between
flushes and certain stores. The correctness of this derived
order can be seen by the following argument: if the flush
event is instead ordered after w, then all pending writes to
x, including w, should be committed to the NVM. Since w
happens after w’, it would overwrite w’, which contradicts
the fact that w’ is the last write to x that has persisted. Fig. 3
demonstrates a possible instrumented execution of the pro-
gram in Fig. 2 where the state x = 0;y = 1; is observed. Since
the observer reads the initial value of x, which is ordered
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before the two stores x = 1 and x = a, two dtpo ordering
constraints are induced.

- rrf

recovery observer

Figure 3. Visualization of an event order graph representing
a possible instrumented execution of the program in Fig. 2,
where the state x = 0;y = 1; is observed by the recovery
observer. The execution is not valid under DPTSO per Defini-
tion 8 due to cycles induced by the dtpo order.

Our goal is to check if the observed non-volatile state s,,
as induced by rrf, is reachable under G!. Note the execution
G' only characterizes visibility order, and we do not know
the exact persist order nvo. A naive approach to check reach-
ability is to enumerate all possible persist order, and check
whether the last persisted store to each shared variable con-
forms with s,. Nevertheless, it is redundant to consider all
possible orders. Even if we prune the search by leveraging
the two axioms for nvo (Definition 1), the exhaustive method
is still inefficient.

What matters in reachability checking is the last persisted
stores and the additional ordering constraints they generate
(dtpo). Therefore, the crux is to check if G is a valid execu-
tion under a memory model augmented with dtpo, called
DPTSO in [37]:

Definition 8 (DPTSO). An instrumented execution G is valid
under DPTSO, written conspprso(G?), if there is a coherence
order co such that

1. hb = (ppo U rfe UcoU fr U dtpo)?* is irreflexive,
2. fr;po is irreflexive (per-location coherence)

The predicate conspprso(-) can be checked in an analogous
way to checking constso(+). It is basically a cycle detection
algorithm on a directed graph where the orders rf, co, dtpo
etc. are regarded as edges. Since DPTSO only adds dtpo as a
component in the happens-before relation, existing methods
for checking validity of a concurrent execution could be
easily adopted. For example, the execution depicted in Fig. 3
is not valid under DPTSO due to cycles introduced by the
extra dtpo edges.

Theorem 1. Given an instrumented execution G valid un-
der x86-TSO, the non-volatile state s, induced by rrf is
reachable under G’ iff conspprso(G*) holds.
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Proof. The proof is elaborated in Appendix A. O

4 Robustness Checking Algorithm

In this section, we discuss the general search-based frame-
work for robustness checking. More specifically, we extend
the algorithm to partial executions and introduce the overall
exploration algorithm based on it.

Previously, reachability of states is defined with an as-
sumption that all memory events have been propagated from
the store buffer and made visible to all threads before the
program terminates. This is in line with the Px86 and DPTSO
models. However, to verify programs running on NVM, it is
necessary to reason about crashes, and in particular when a
system failure would occur. Therefore, the verification algo-
rithm must take partial executions into account.

Partial Executions. In Section 2.2, we defined an exe-
cution of a program P as an EOG that contains all memory
events of a program, Ep, and assigns a value to each read
event in rf. Likewise, a partial execution is an EOG that
assigns a value to each read in rf, but it contains only a
subset of all memory events Ep. However, the events must
be prefix-closed. In other words, any event in the porf—prefix
of an event in the partial execution should also be contained
in the event set. This requirement corresponds to the fact
that when a system fails, only a prefix of the total execution
has been propagated. A partial instrumented execution is
defined similarly.

Take the total execution of the program in Fig. 2 as an
example, as depicted in Fig. 3. It is shown previously that
this execution is not valid under DPTSO, thus the state s, is
not reachable. Now consider the realistic scenario where the
instructions flush x; a = y; x = a; flush x; are not
propagated before the crash. In this case, we obtain a partial
execution as visualized below:

It can be easily checked that this partial execution is valid
under DPTSO, and thus the state x = 0;y = 1; is a reachable
non-volatile state.

Exploration Algorithm. The reachability checking algo-
rithm in Section 3 can be naturally lifted to partial executions
since dtpo is defined analogously on partial executions. An
exploration algorithm can then search through all partial ex-
ecutions and states, and utilize the aforementioned reduction
to check reachability of a state with a given partial execution.
Whenever a reachable non-volatile state is found, robustness
is checked locally first by checking reachability of this state
under x86-TSO. Robustness of the whole program is proved
if no violation is found when the exploration ends.

The presence of recovery observer has embedded a non-
volatile state in an instrumented execution, thus the explo-
ration method only needs to search through all instrumented
partial executions. Besides, it allows that some events in REC
are not contained in the partial execution, i.e. it induces a

recovery observer

Figure 4. A partial instrumented execution of the program
in Fig. 2, where the state x = 0;y = 1; is observed by the
recovery observer. No dtpo orders are derived since flush
events to x are not in this partial execution. This execution
is valid under DPTSO.

partial state. This boosts performance and allows our robust-
ness checking algorithm to have the flexibility of leveraging
different search methods, from brute force searching to more
advanced stateless model checking with dynamic partial
order reduction, or simply relying on program encoding
and constraint solving. Our robustness checking algorithm
could be incorporated into any exploration method capable
of search tree pruning. Therefore, we abstract away the de-
tails and assume the exploration method provides the next
and hasNext interface for exploration, and block interface
to block a subset of partial instrumented executions. Sec-
tion 5 will elaborate on this topic.

Remark 2 (Notation). We say the partial instrumented exe-
cution G’ is an expansion of partial instrumented execution
G, written G < G',if G.E c G’.E and G.rf c G’.rf.

G’ is an alternation of G, written G’ « G, if G.E = G’'.E
and G.rrf = G’.rrf (other orders in G.rf and G’.rf might
differ).

The overall algorithm framework is shown in Algorithm 1.
The input program is first instrumented with recovery ob-
server, then the exploration method takes over the search.
Each time a partial execution G is yielded, a partial state is
also generated. We first check if it is reachable under the
current execution, i.e. if conspprso(G) holds. If not, we make
sure not to extend G and further explore its expansion, since
an invalid execution with additional ordering constraints is
still invalid under DPTSO (Line 10). This optimization can be
implemented in most search methods. In depth-first search-
ing, for instance, the search immediately backtracks to avoid
further redundant exploration.

If G exhibits a reachable non-volatile state s,, the next
step is to check if s, is reachable under the x86-TSO model,
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Algorithm 1: Robustness Checking Algorithm
Framework for Non-volatile Memories
input :A program P running on non-volatile
memory.
output:If P is robust.

1P «—P||P
2 while hasNext(P’) do

3 G <« next(P")

4 if COﬂSDsto(G) holds then

5 foreach G’ = G do

6 if constso(atomic(G’)) holds then
7 L goto 2;

8 return false;

9 else

10 | block({G" | G < G'});

11 return true

which typically involves another search over all total execu-
tions (Line 5). There are abundant algorithms for this task
in the literature. In our algorithm, we take advantage of the
recovery observer by regarding the read events in them as
an atomic block and keeping the rrf orders. The formal def-
inition of atomic is given in Appendix B due to space limit,
but intuitively this allows the recovery observer to signify
an equivalent volatile state. As an example, Fig. 5 shows how
to check validity of an execution under x86-TSO with the
help of recovery observer.

recovery observer
(atomic block)

Figure 5. Visualization of validity checking of the execution
in Fig. 4, where the recovery observer is regarded as an
atomic block. It is invalid under x86-TSO due to the cycle in
red.

While searching through total executions, we only alter
other rf orders, keeping G.E the same. Essentially, enumer-
ating alternations of G is enough for checking reachability
under x86-TS0, The soundness of this method is shown in
the following lemma:

Anonymous Authors

Lemma 1. If for every alternation G’ of G, constso(G”) does
not hold, then the observed state s, must be unreachable
under x86-TSO.

Proof. The proof is given in Appendix A. O

If the state s, is proved unreachable under x86-TS0 in this
way, we report violation of robustness (Line 8). Note that s,
might be a partial state, but it is obvious that any total state
that conforms with s, is still invalid under x86-TSO. There-
fore, we could always add rrf orders that read from the last
store per co. This way validity under DPTSO is not affected.
On the other hand, if s, is reachable, once its reachability is
proven we proceed with the exploration of executions (Line
7). If all executions have been explored and no violation is
found, P has been proved robust (Line 11).

5 Integration with DPLL(T)

Algorithm 1 is parameterized by an exploration method. In
this section, we instantiate our algorithm to leverage pro-
gram encoding and constraint solving for this task.

5.1 Encoding

A complete encoding of a concurrent program should cover
both functional program behaviours and possible interleav-
ing of the threads, i.e. the orders between memory events.
Following the standard encoding [3], the input program is
firstly transformed into SSA form and the program event set
Ep. The instructions in each thread, including the recovery
observer in our case, are then naturally translated to atoms
in first-order logic?. As a simple example, the program in
Fig. 2 is encoded as:

(initial value)
(first thread)
(second thread)

(recovery observer)

pssa:xO:O/\yOZO
Axi=1ANa=y; Axy
/\y2:2/\b=X3/\y3_

Il
)

|
S

ANT1=Xg N1y =1y

Note that it does not encode ordering relations. The read
11, for instance, could potentially read from yy, y, and ys. To
add ordering constraints to the encoding, we first model a
partial execution by a predicate enabled (implemented as a
Boolean variable) defined for every event, where enabled(e)
signifies e is included in the partial execution. Furthermore,
each order relations used in x86-TSO or DPTSO are repre-
sented by Boolean variables explicitly. For instance, since
the coherence order co is total, it is encoded by adding a
Boolean variable ws{ ; for each pair of stores x; and x; to the
shared variable x. We have (x;, x;) € co iff ws] ;s assigned
true. Additional axioms are included in the encoding that
constrain its assignment:

flush and fence operations are not included in the functional encoding of
a program since they are irrelevant. However, they are still numbered and
contribute to ordering constraints.
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pi; =ws;; — enabled(x;) A enabled(x;)  (ws-cond)

X
/\wsi,j — Xj <co Xj

A (enabled(x;) A enabled(x;)) — ws}; V ws;
(ws-some)

(ws-order)

Similarly, we introduce for each variable x a Boolean vari-
ables rf7; for any read x; and store x; and axioms for rf as
follows:

p;i = rf}; — enabled(x;) A enabled(x;) A x; = x;

(rf-val)
A rfj.‘,i — Xj <rf X; (rf-ord)
A enabled(x;) — \/ rfl; (rf-some)

X EWx

Since fr can be derived from rf and co as discussed in
Section 2, for each variable x, we introduce the following
axiom for any two stores x;, xx and read x;:

f
Pk = ML AWST = 1y, <er Wy
For dtpo, we need the flush event to be enabled. Thus, for
each variable x, we introduce the following axiom for any

two stores xj, xi, read event x; in the recovery observer, and
flush FL;:

p;t]plok = enabled(FLg) A rfj; AwsT, — FLy a0 W
To ensure the prefix-closed property of a partial execu-
tion, encoding for each ordering relation requires the pair of
events to be both enabled (e.g. the rule ws-cond and rf-val
above), and an extra axiom is added to the encoding: for
any two events e; and e, that are ordered by ppo, we have
enabled(e;) — enabled(e;). The encoding of the program
¥ is then the conjunction of pss, and all axioms (p;. i p;i etc.)

related to ordering constraints.

5.2 DPLL(T) and Exploration

The encoded formula of the program ¥ is solved by an SMT
solver. While it searches for a model of the formula, vari-
ables in it are assigned values. In particular, the assignment
of Boolean variables representing various order relations
corresponds to a partial execution and state. Modern SMT
solvers typically utilize the DPLL(T) framework. In the frame-
work, formulas are in a combination of certain first-order
background theories. Each background theory 7 has a the-
ory solver which decides 7 -satisfiability of a conjunction of
literals in 7. An overview of this framework is shown in
Fig. 6.

In this framework, each atom in the given formula ¥ is
first replaced by a Boolean variable, and the satisfiability
of the resulting propositional formula B(¥) is checked by

SMT formula ¥

SAT Solver

Satisfiable model M for B(¥)

Theory Solver

B(¥) is unsatisfiable M is T-consistent

M is T-inconsistent, Add a conflict clause to ¥

¥ is unsatisfiable ¥ is satisfiable

Figure 6. Overview of the DPLL(T) framework.

an SAT solver. If B(¥) is unsatisfiable, so is ¥. Otherwise,
since B(¥) is an over-approximation of ¥, theory solvers are
called to check if the model M returned by the SAT solver is
compatible with the underlying background theories. The
theory solver also returns a conflict clause to prevent the SAT
solver from exploring the same assignment.

Following [24], while DPLL(T) controls the exploration, in
our implementation each ordering constraints in the formula,
such as wy, <ys Wy, from ws-order above, are passed to a
dedicated theory solver for robustness checking. Based on
the solver for ordering consistency theory, the backend em-
ploys an incremental cycle detection algorithm for efficient
checking validity under DPTSO. If the current partial state is
reachable, we use the solver in [15] to check its reachability
under x86-TS0. Otherwise, a conflict clause is generated and
returned to the DPLL(T) framework which blocks further
exploration of this partial instrumented execution.

6 Implementation and Evaluation

We have implemented our method in a prototype tool called
PMVERIFY, expanding on Deagle [25], a concurrent program
verification tool that supports weak memory consistency on
top of the bounded model checker CBMC. We extend Deagle’s
frontend to recognize NVM programs using a selected set of
APIs in pmemobj library from PMDK [27]. A dedicated back-
end for robustness checking is implemented to complement
the default solver of Deagle for weak memory consistency
checking.

To evaluate the efficacy of PMVERIFY, we collect the exam-
ple programs that accompany the pmemobj library in PMDK
as the benchmark. It contains 26 small to medium-sized pro-
grams (548 LOC on average) that implement simple algo-
rithms and basic data structures on non-volatile memory,
such as binary search and persistent lists.

As a comparison, we also run PSAN [22], the only robust-
ness violation detection tool in the literature, on the same
benchmark. PSAN is implemented based on the dynamic
model checking tool Jaaru [23] which observes the outcome
of memory operations at runtime and checks for persistency
bug on the observed trace. PSAN offers a model checking
mode that exhaustively enumerates program traces, as well
as a random mode that relies on sampled traces.
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Table 2. Evaluation of PMVERIFY and PSAN on the PMDK
pmemobj benchmarks (26 programs in total). The rows
YES/No/UNKNOWN contain the total number of cases each
tool proves to be robust, non-robust, or fails to give an an-
swer. Unique No. is the number of cases only solved by this
tool.

PMVERIFY PSanN
YES 1 0
No 12 6
UNKNOWN 13 20
Unique No. 7 0
Average Time 2768.42s 16.7s
Standard Deviation 1045.26s 9.98s

The experiments are conducted on an Intel® Core™ i5-
10400 @ 2.90GHz CPU with 16GB memory. Timeout is set to
two hours. For PSAN running in random mode, the maximum
amount of sampled traces is set to 100,000.

6.1 Experimental Results on PMDK benchmark

Table 2 shows the overall results of the experiment. Out of
26 programs, PMVERIFY is able to solve 13. It successfully
proves robustness of one of the programs (manpage. c), and
detects robustness violation of 12 test programs. The results
are manually checked to ensure soundness. PMVERIFY fails
on the remaining programs mainly due to usage of some
PMDK primitives that are not modeled by the frontend, such
as pmemobj_tx_add_range_direct, and timeouts on one
program it supports.

Compared to PSAN, our tool is able to find robustness
violation of six more programs. Besides, since PSAN employs
an incomplete dynamic method, it is only able to refute
robustness instead of verifying the property. On the contrary,
PMVERIFY is able to prove robustness of a program after all
executions have been explored.

In terms of performance, Fig. 7 shows the accumulated
solving time of PMVERIFY. It takes around 45 minutes to
complete verification on average. PSAN, on the other hand,
takes no more than a minute for the six cases it solves, which
is, on average, 33 times shorter than PMVERIFY. We note that
PSAN is similar to a testing tool and could very efficiently
find potential bugs in the program due to its dynamic nature.
However, it cannot verify robustness. PMVERIFY has adopted
some optimization methods to improve the performance
of exploration, but still faces the common state explosion
problem. The exhaustive exploration is necessary to ensure
completeness, at the cost of performance. Therefore, our
method and PSAN can complement each other in robustness
verification and bug detection.

10
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Table 3. Evaluation results of PMVERIFY on 12 instrumented
programs. PSAN is unable to prove robustness of any pro-
gram.

Program LOC PMVerify Time (s)
btree 493 5468.95
buffons_needle_problem 432 timeout
lists 551 timeout
pi 570 3565.19
examine_arttree 6379 7021.70
arttree 1793 timeout
fifo 207 4677.78
data_store 5512 timeout
mapcli 742 timeout
main 195 1765.79
reader 95 timeout
writer 67 5905.49
Average 1420 4734.15

6.2 Evaluation on robust programs

The robust case PMVERIFY solves, manpage.c, is a simple
program that opens a persistency memory pool and does
nothing. In this section, to further demonstrate the ability
of PMVERIFY to prove robustness, we manage to instrument
each of the 12 non-robust programs to manually produce a
set of robust programs.

More specifically, we insert a cache line flush instruc-
tion after each memory operation. In this way, the instru-
mented program is guaranteed to be robust. We then run
both PMVERIFY and PSAN on this new benchmark.

Table 3 shows the results of PMVERIFY and PSAN running
on the set of instrumented programs. PMVERIFY is able to
prove robustness of six programs with an average running
time of 4734.15 seconds, including the medium-sized pro-
grams examine_arttree and data_store. This shows the
ability to scale to larger robust programs. On the other hand,
PSAN is unable to prove robustness of any program.

Due to the increase in program size, the performance
of PMVERIFY on this benchmark degrades by around half.
We note that although adding a flush operation after every
memory operation introduces considerable redundancy and
increases the overall exploration space, the set of reachable
non-volatile states is smaller because of stronger constraints.
Since PMVERIFY checks for reachability under DPTSO model
first, we can avoid later steps of checking x86-TSO consis-
tency for some states. Therefore, the running time of PMVER-
IFY does not grow exponentially. In fact, all cases could be
finished within three hours if we do not consider time limits,
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Figure 7. Accumulated solving time of PMVERIFY on the 13 solved case. 35989.46 seconds are spent in total.

with an average running time of 6712 seconds. This shows
the efficacy of our tool PMVERIFY for verification of robust-
ness.

7 Related Works

Persistent Models. The early studies on NVMs rely on
certain persistency models, an extension of memory con-
sistency models, to prescribe constraints on the persistence
order. In [50], Pelly et al. classified these models into three
categories: strict persistency, epoch persistency and strand
persistency. The original definition of robustness in [22] is
based on strict persistency, the strongest model where any
recovered state is guaranteed to be an observable volatile
state [14, 31].

Epoch persistency under sequential consistency is de-
scribed in [50], while [32] proposes a persist barrier imple-
mentation that works on x86-TS0 [56]. The first formal def-
inition of epoch persistency is given by [30] under release
consistency, and [52] formally describes operational and
declarative semantics of epoch persistency under x86-TSO.
StrandWeaver [21] implements strand persistency in hard-
ware to minimally constrain persists to NVMs.

Recently, a line of work focused on formally defining
the persistency model of hardware architecture. [54] de-
velops PARMv8 model for ARMvS, followed by Px86 [53]
for Intel-x86. Later, the PEx86 model [51] is proposed with
formalized semantics of non-temporal stores. Alternative
models such as DPTSO [37] and view-based models for Intel-
x86 and Armv8 [10] are proposed to further develop these
formalisms.

Memory consistency checking. The essential idea of
multi-threaded program verification is to explore the pos-
sible executions caused by thread interleaving. [3] gives a
framework for using partial order relations to model possible
executions and encode program behaviors into a formula.
Several works expand on this idea and rely on bounded model
checking, such as lazy sequentialization [28] and a line of
work that employs the scheduling constraints-based abstrac-
tion refinement method (SCAR) [62—-64]. [17] proposes to

11

solve the difference logic-based ordering constraints more ef-
ficiently with DPLL(T) framework. [24] proposes an ordering
consistency theory and integrates a dedicated theory solver
into the DPLL(T) routine, which is extended to weak mem-
ory consistency in [15]. On the other hand, stateless model
checking (SMC) methods enumerate all interleavings with
respect to an equivalence class, i.e. a Mazurkiewicz trace.
Several algorithms have been proposed to further weaken
the ordering requirement and efficiently explore the search
space [1, 39, 40].

Persistency Bug Detection. Several tools have been de-
veloped to assist persistent programming, including testing
applications such as XFDetector [45], PMTest [46] and PMDe-
bugger [12]. Yat [43] is a model checker that exhaustively
explores all persistence orders and crash points. The model
checker Jaaru [23] reduces search space by focusing on the
last writes to each location. To our knowledge, the only auto-
mated verification tool for persistent memories is introduced
in [48], which utilizes an SMT-based method to formally
verify persistent invariants.

8 Conclusion

In this paper, we propose a novel approach to check robust-
ness, a sufficient condition for crash consistency of lock-free
programs running on non-volatile memories. Our algorithm
employs a search method to explore all partial executions
and non-volatile states, and check reachability of the state
under the pre-crash execution. This is achieved by reducing
the reachability checking problem to checking validity of an
instrumented execution under an alternative model DPTSO.
Our implementation is based on encoding the program into
a SMT formula and constraint solving. It succeeds in ro-
bustness verification of a set of example programs in PMDK
while the dynamic robustness violation tool PSAN fails. In
terms of robustness bug detection, our tool also outperforms
PSAN.
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A Proof

Theorem 2. Given an instrumented execution G valid un-
der x86-TSO, the non-volatile state s, induced by rrf is
reachable under G’ iff conspprso(G*) holds.

Proof. To clarify, we use suffixes TSO and DPTSO to distin-
guish the respective co and hb order in Definition 5 and
Definition 8. Assume that there are m shared variables V), =
{x1,...,%p} and |G*.ENW| + |G .ENFL| = n, i.e. there are n
store and flush events in total.

(<): Suppose conspprso(G') holds.

To prove s, is reachable, let hbrsg = hbpprso and corgg =

pprso- We first arbitrarily construct a persist order nvo
that satisfies the two axioms per Definition 1. The first axiom
requires nvo to conform with the per-location store order
of hbrsp, which is exactly corsg in this case. Note nvo is a
total order over all stores and flushes. Let the sequence of
events induced by nvo be ey, ..., e,, and for each variable x;,
let s,(x;) equals the store e, where 1 < k; < n.

Let e be the last flush event in the sequence. Consider u =
max(ky, ka, ..., km, f). Now we have the prefixé = ey, ..., e,
and try to adjust nvo such that € induces s,. In other words,
it requires V1 < i < m,Vk; < j < u.loc(e;) # x; holds.

This is ensured by repeatedly reordering events in nvo
while adhering to the two axioms. At each step, we pick a
shared variable x; for which the above condition does not
hold and find the event e, such that Vk; < j < u.loc(e;) =
x; — j < p,ie. e, is the last store to x; in the range [ex,, e,].
We then rearrange nvo so that e, succeeds e,. Apparently,
the new persist order does not infringe the first axiom, since
ey is the last store in the range and no corsp order is violated
by the reorder.

We now prove that the second axiom is not violated. From
the above assumption, we know (e,,e,) € corso, so for
any flush event e, on x; we also have (eg4, e,) € dtpo. Since
conspprso(G') holds, the first requirement of Definition 8
gives (ep, eq) ¢ (ppo U rf U fr U copprso)* which simplifies
to (ep, eq) & hbrso. In this case, the premise of the second
axiom does not hold, and thus e, is not nvo-ordered with
any flush events. e, is therefore safe to be reordered.

Since the reorder of e, in nvo does not violate the two
axioms, after finite steps, the prefix € must satisfy the afore-
mentioned condition and induces s,, thus we have proved s,
is reachable under G'.

(—): Suppose s, is reachable, then for some corsg, hbrs,
there is a persist order nvo and its prefix € = ey, ..., e, that
induces s,. Let copprsg = COTs0. For each variable x;, let s, (x;)
equals the store e, where 1 < k; < u.

Assume some store e, to x; happens after e, then (e, e,) €

150- By definition of a reachable state, we have p > u. Note
that the prefix contains all flush events. Therefore, all flushes
eq to x; must be nvo-ordered before e,. This entails that
(eq> €p) € hbrsg, otherwise the first axiom of nvo is violated.
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Now consider the validity of G' under DPTSO. Require-
ment (2) of Definition 8 follows directly from Definition 5.
Suppose that requirement (1) is violated. Since G’ is valid
under x86-TS0, there must be a flush event ey, store event e,
and e, on x; such that (eg, e,) € dtpo and (ep, eq) € hbpprso.
From the reasoning above, we have (eg, e,) € hbrso.

We now consider the path from e, to e, on the directed
graph. If no dtpo edge is on the path, then we have (e, e4) €

hbrso. If there are one or more dtpo edge on the directed
path, we note that any (ej, e;) € dtpo entails (e, e;) €
hbrsg by the argument above as well. Therefore we also have
(ep, €q) € hbrsg In either case, it contradicts the assumption
that G is valid under x86-TS0. We hereby prove requirement
(1) holds, i.e. COHSDPTSQ(Gi) holds. [m}

Lemma 2. If for every alternation G’ of G, consrtso(G’) does
not hold, then the observed state s, must be unreachable
under x86-TS0.

Proof. Suppose the state is reachable under x86-TSO and let
G’ be an execution that induces this state, thus constsg(G”’)
holds. Since x86-TSO (Definition 5) only requires acyclicity
of certain orders, by restricting G”’.E and the ordering con-
straints of G’ on G, we can always construct an execution
G’ such that constsg(G’) also holds. G’ is an alternation of
G, thus contradicts with the assumption. O

B Atomic Block

Intuitively, regarding the recovery observer as atomic forces
all read events in it to happen at the same time.

Definition 9. Given a partial instrumented execution G’,

regarding the recovery observer as atomic block yield the

partial execution atomic(G’) = (E’, Ej, po’, rf’) such that
e E' = (G.E\REC) U {e;}

[ ] E(,) = EO
e po’ =po
o rf’=rf\rrfU{(e,er) | Jes € REC.(e1,e3) € rrf}

where e, is a fresh event with Tid(e,) = P,.
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